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PARTICULAR ASPECTS OF THE NECESSITY
OF LEGAL REGULATION OF ARTIFICIAL INTELLIGENCE
IN UKRAINE

The purpose of the study was to demonstrate particular legal and objective reasons for
necessity and expediency of legal regulation advancement, development and usage of
Artificial Intelligence (Al ) in Ukraine. Chapter 1 «Understanding of Artificial Intelligence»
gives examples of Al applications, doctrinal and diverse legal definitions of AI. Chapter 2
«Necessity and Expediency of legal regulation of Artificial Intelligence in Ukraine» shows
the necessity of legal regulation, exemplifies the gaps in current legislation. This Chapter
demonstrates that it is paramount to establish protection of IP rights within Al legal
relationships in Ukraine. Also, Chapter 2 analyzes particular issues in AI and national,
international and social security, questions of data protection. Chapter 3 «Conclusion»
demonstrates that absence of specific AI regulation could potentially lead to numerous
problems in public/private sectors, for economics, businesses, civilians.
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Cambridge, Massachusetts) infographic,
from 6,000 consumers only 33 percent
admit that they use technology with Al.
However, in reality 77 percent of all the
respondents are actually use an Al-powered
service or device. Moreover, 70 percent
think they understand AI, but it does not

INTRODUCTION:
FORMULATION OF THE PROBLEM

Nowadays practically each of us heard
such complex definition as Artificial
Intelligence (AI) and it is rapid
development all over the World. However,

do we actually know, and what is more
important, do we understand the definition
of AI? It is vital to know how AI works and
effects most countries (more specifically
Ukraine), economics, public and private
sectors, industries, societies and all of us
as particular individuals. According to the
Pega’s (technology company, based in
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coincide with reality [1]. Such statistics
evidence that many people do not
understand the essence of AI and the level
of implementation and applicability of Al
technologies in our everyday life.
Currently, due to the active usage and
tremendous growth of AI applications
worldwide, many countries (for instance,
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EU countries and USA are one of the global
leaders in Al field) face legal and practical
issues, litigations in AI and other related
areas. At the present time, the most
important questions of concern are:

1. The level of responsibility for Al
technology;

2. Data protection, protection of
national security, fundamental human
rights and freedoms (during use of Al
application);

3. Protection of intellectual property
rights on AI components and Al
applications/inventions, how AI applications
itself could be protected (copyright,
patent, trade secret protection);

4. Protection of intellectual property
rights of AI developers, engineers,
programmers, providers etc.

It is essential to create legislation that
could clarify that AI applications should
be created and used with adherence rule of
law and current legislation. That is why,
absence of legal regulation of AI could
potentially cause damage  national
security, fundamental human rights and
freedoms. Also, it is hard to foreseen
potential violation by AI, without
appropriate legal regulation (framework)
of AI. Nowadays, crucial issues, connected
to AI area are still a part of the debate
processes in Ukraine. For Ukraine it is
essential to develop Ukrainian Al legal
regulation, attract investments, support
and encourage IT/AI software developers
to provide high quality AI applications in
Ukraine. This study demonstrates a
concrete  examples and cases of
international practice in the intellectual
property protection, as well as AI and
national, international and social security,
and data protection. The purpose of the
study was to demonstrate particular
legal and objective reasons for necessity
and expediency of legal regulation
advancement, development and usage of
Al in Ukraine.

In 2018 Gorshenin Institute in
cooperation with Everest group held an
opinion poll «Artificial Intelligence:
Ukrainian Dimension». The primary
sociological data was collected by means

of standardized face-to-face interviews
(total of 1,000 interviews was conducted
(aged 16—65 years old)). According to
that sociological study 73.3 percent of
respondents answered that they are
rather and certainly interested in new
technologies, together with 74.1 percent
of interviewees answered that they feel
the impact of Al in their life. Also, 84.7
percent of respondents heard the term
Al, along with 34.8 percent have strong
association that AI are robots and
robotics [2]. So, what is the definition of
Al itself and what is the distinction
between AI and robotics?

1. UNDERSTANDING
OF ARTIFICIAL INTELLIGENCE

Back in 1995, Russell and Norvig
noticed that AI encompasses a huge
variety of subfields, from general-purpose
areas such as perception and logical
reasoning, to specific tasks such as
playing chess, proving mathematical
theorems, writing poetry, and diagnosing
diseases [3, p. 4]. Indeed, present days Al
widely used in many industries (for
instance, healthcare, education, justice
field etc.) by many counties, including
Ukraine. The brightest example of usage
Al in healthcare area is Al-assisted robotic
surgeries [4]. The most famous and widely
used Al-assisted robot is the DaVinci
surgical system (Intuitive Surgical,
Sunnyvale, CA) that can conduct
minimally invasive surgeries. The DaVinci
is a «master-slave» robot completely
dependent upon human control and used
worldwide. Despite the fact that the da
Vinei robot, first introduced in 2000, and
is the predominant commercially available
robotic surgery system [5, pp. 1, 3], the
first one surgery in Ukraine with the da
Vinci was conducted only in 2021 at the
Lviv Clinical Emergency Hospital [6].
Noteworthy example of AI in the field of
education is worldwide known Ukrainian
technology company Grammarly that
develops a digital writing tool using AlI,
which helps to write texts in English [7].
Internet Court of China can be an
exemplification in the field of justice. The
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«smart court» includes non-human
judges, powered by AI and allows
participants to register their cases online
and resolve their legal cases via a digital
court hearing. The Chinese Internet courts
handle a variety of disputes, which include

intellectual property, e-commerce,
financial disputes related +to online
conduct, loans acquired or performed

online, domain name issues, property and
civil rights cases involving the Internet,
product liability arising from online
purchases and certain administrative
disputes [8]. In comparison, in Ukraine
exists the Electronic Court system
(subsystem operates in a test mode) that
allows to perform only limited range of
actions and only helps to file an
exhaustive list of lawsuits, track the
progress of the case, file procedural
documents, pay court fees and control the
receipt of lawsuits against yourself, and
all these actions are carried out online [9].
But AI at the Ukrainian Electronic Court
system do not make any court decisions on
law cases and do not solve any kind of
disputes (unlike Internet Court of China,
where Al non-human judge resolve certain
kind of cases and adjudicate).

Important to emphasize that in the field
of AI there is a differentiation of Al
applications (systems). In 1980 John
R. Searle [10] (University of California,
Berkeley) distinguish «strong» AI from
the «weak» AI (also called «narrow» AI).
According to the recent white paper
«Artificial Intelligence and Robotics»
(2018) most existing intelligent systems
that use machine learning, pattern
recognition, data mining or natural
language processing are examples of
«weak» AI. Intelligent systems, powered
with «weak» AI include recommender
systems, spam filters, self-driving cars,
and industrial robots. In contrast,
«strong» AI is usually described as an
intelligent system endowed with real
consciousness and is able to think and
reason in the same way as a human being
[11, p. 6]. Enrique Piraciis stated that «strong»
Al generally refers to the ability of a
machine to perform «general intelligent
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action», which is why it is also referred to
as artificial general intelligence [12,
p. 297]. In addition, any kind of AI
(«weak» AI, nor «strong» AI) is not equal
to the term robotics. Talking about
distinctions between AI and Robotics,
Robots are programmable machines that
can carry out routine tasks semi-or-fully
autonomously. Artificial intelligence, on
the other hand, is the development of
computer models to complete tasks that

would otherwise require human
intelligence. In other words, artificial
intelligence algorithms are generally

self-trained to carry out tasks with some
level of human behavior (e. g. language
understanding capabilities). This shows
that the two branches are fundamentally
different, in that robots carry out
pre-defined and routine tasks while
artificial intelligence attempts to mimic
«intelligence». There is, however, an
intersection of these two branches, which
is artificially intelligent machines.
Artificially intelligent robots or machines
are the bridge between artificial
intelligence and robotics [13, p. 1].

Thus, AI and Robotic are completely
separate fields of technology. Both, there
are complex and have their own individual
characteristics, elements, components and
essence. However, AI and Robots areas
correlate and complement each other
meanwhile creating and performing
particular tasks. In Robotics field there
are different types of robots (less or more
advanced). There are some key features for
understanding of main differences
between AI and Robots (especially
advanced artificial intelligent Robots). AI
is an intelligent algorithm that is an
intangible asset, while Robotics (Robots)
have physical form of expression. In
simple terms, AI as an intangible
algorithm (roughly speaking could be
compared to simulation of human brain
activity) is one of the general components
of such type of robots as advanced
intelligent Robots that are tangible
objects, which again, roughly speaking,
could be compared to physical body
(objects).
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Fast inevitable advancement and spread
of AI (regardless of the AI country of
origin) to all countries, economics, public
and/or private sectors necessitate
development and adoption of law that could
regulate the advancement, development and
usage of Al (especially in Ukraine) with the
strong purpose to:

a) protect national security;

b) fundamental human rights and
freedoms (for instance, the right to human
dignity (according to Article 1 of the
Charter of Fundamental Rights of the
European Union [14], Convention for the
Protection of Human Rights and
Fundamental Freedoms [15], Protocol
No. 13 to the Convention for the
Protection of Human Rights and
Fundamental Freedoms concerning the
abolition of the death penalty in all
circumstances [16]), respect for private
life (Article 7 of the Charter of
Fundamental Rights of the European
Union, Article 8 of the Convention for the
Protection of Human Rights and
Fundamental Freedoms), protection of
personal data (Article 8 of the Charter of
Fundamental Rights of the European
Union, Regulation (EU) 2016/679 of the
European Parliament and of the Council
on the protection of natural persons with
regard to the processing of personal data
and on the free movement of such data,
and repealing Directive 95/46/EC
(General Data Protection Regulation [17]),
the right to protection of intellectual
property (Article 17(2) of the Charter of
Fundamental Rights of the European
Union, Berne Convention for the
Protection of Literary and Artistic Works
[18], Paris Convention for the Protection
of Industrial Property [19]), freedom of
art and science (Article 13 of the Charter
of Fundamental Rights of the European
Union);

c¢) to encourage IT and AI software
developers, engineers, representatives to
work on and to create high quality AI
applications with adherence rule of law.

Importantly, legal regulation of Al will
create conducive space for Al development
and as a result will cause economic and

business growth. That regulation should
start from giving legal definition of AI.
There are a wide range of diverse
terminology of AI. The doctrinal AI
definition is not cutting-edge. The first
«Al period» began with the Dartmouth
conference in 1956, where AI got its name
and mission. McCarthy coined the term
«Artificial Intelligence» (AI), which became
the name of the scientific field [20, p. 7]. AI
is a young discipline of sixty years, which is
a set of sciences, theories and techniques
(including mathematical logic, statistics,
probabilities, computational neurobiology,
computer science) that aims to imitate the
cognitive abilities of a human being [21].

Currently, term AI has no single
consolidated legal definition. For
instance, World Intellectual Property

Organization (WIPO) do not give precise
and clear legal expression of AI. On the
WIPO web-site stated that Al is generally
considered to be a discipline of computer
science that is aimed at developing
machines and systems that can carry out
tasks considered to require human
intelligence [22]. On Third Session of the
«WIPO Conversation on Intellectual
Property (IP) and Artificial Intelligence
(AI)» was concurred and said a basic
definition of AI and Al-related terms
needs to be agreed upon. However, it was
also generally recognized that establishing
a definition would be difficult given how
fast AI technologies are evolving [23,
para. 16]. In contrast, Organisation for
Economic Co-operation and Development
(OECD) gives definition to AI system that
is a machine-based system that can, for a
given set of human-defined objectives,
make predictions, recommendations, or
decisions influencing real or virtual
environments [24]. The Council of Europe
Ad hoc Committee on  Artificial
Intelligence (CAHAI) in the official
Glossary gives the term AI as a set of
sciences, theories and techniques whose
purpose is to reproduce by a machine the
cognitive abilities of a human being [25].
In addition, the FEuropean Union’s
institutions that are responsible for the
development of legislation in AI field in
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Al initiatives give proposals on Al
matters, discuss the most concrete and
accurate term of Al by giving definition of
Al as Al systems. According to the Policy
paper of European Commission
«Communication from the Commission to
the European Parliament, the European
Council, the Council, the FEuropean
Economic and Social Committee and the
Committee of the Regions: Artificial
Intelligence for Europe» AI refers to
systems that display intelligent behaviour
by analysing their environment and taking

actions — with some degree of
autonomy — to achieve specific goals.
Al-based systems can be purely

software-based, acting in the virtual world
(e. g. voice assistants, image analysis
software, search engines, speech and face
recognition systems) or AI can be
embedded in hardware devices (e. g.
advanced robots, autonomous cars, drones
or Internet of Things applications) [26,
p. 1]. In any new legal instrument, the
definition of AI will need to be sufficiently
flexible to accommodate technical
progress while being precise enough to
provide the necessary legal certainty [27,
p. 16]. In the proposal for a Regulation of
the European Parliament and of the
Council «Laying Down Harmonized Rules
on Artificial Intelligence (Artificial
Intelligence Act) and Amending Certain
Union Legislative Acts» from 2021/0106
(COD) [28], stated that «artificial
intelligence system» (AI system) means
software that is developed with one or
more of the techniques and approaches
listed in Annex I and can, for a given set
of human-defined objectives, generate
outputs such as content, predictions,
recommendations, or decisions influencing
the environments they interact with»
(Article 3 (1) of Regulation). Also,
mentioned Proposal suggested that the
definition of AI system should be based on
the key functional characteristics of the
software, in particular the ability, for a
given set of human-defined objectives, to
generate outputs such as content,
predictions, recommendations, or decisions
which influence the environment with
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which the system interacts, be it in a

physical or digital dimension. The
definition of AI system should be
complemented by a list of specific

techniques and approaches used for its
development, which should be kept
up-to-date in the light of market and
technological developments through the
adoption of delegated acts by the
Commission to amend that list ((6) of
Regulation). Moreover, The European
Commission appointed a group of experts
to provide advice on artificial intelligence
strategy. High-level expert group on
artificial intelligence (AI HLEG) in a
document «A definition of AI: Main
capabilities and scientific disciplines»
gives propose to update AI definition and
delimitate AI as a system and AI as a
scientific discipline. According to this
document, AI refers to systems designed
by humans that, given a complex goal, act
in the physical or digital world by
perceiving their environment, interpreting
the collected structured or unstructured
data, reasoning on the knowledge derived
from this data and deciding the best
action(s) to take (according to pre-defined
parameters) to achieve the given goal. Al
systems can also be designed to learn to
adapt their behaviour by analysing how
the environment is affected by their
previous actions. As a scientific
discipline, AI includes several approaches
and techniques, such as machine learning
(of which deep learning and reinforcement
learning are specific examples), machine
reasoning (which includes planning,
scheduling, knowledge representation and
reasoning, search, and optimization), and
robotics (which includes control,
perception, sensors and actuators, as well
as the integration of all other techniques
into cyber-physical systems) [29, p. 7].
The first country that on legislation
level enacted term AI is the United States
of America (USA). The definition of AI
was codified in statute John S. McCain
National Defense Authorization Act for
Fiscal Year 2019 in section 238 (g), where
the AI term includes the following — any
artificial system that performs tasks
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under varying and unpredictable
circumstances without significant human
oversight, or that can learn from
experience and improve performance when
exposed to data sets. An artificial system
developed in computer software, physical
hardware, or other context that solves
tasks requiring human-like perception,
cognition, planning, learning,
communication, or physical action. An
artificial system designed to think or act
like a human, including cognitive
architectures and neural networks. A set
of techniques, including machine
learning, that is designed to approximate
a cognitive task. An artificial system
designed to act rationally, including an
intelligent software agent or embodied
robot that achieves goals using perception,
planning, reasoning, learning,
communicating, decision making, and
acting [30].

2. NECESSITY AND EXPEDIENCY
OF LEGAL REGULATION OF ARTIFICIAL
INTELLIGENCE IN UKRAINE

Eastern Europe is taking the lead in
offshore software development and
Ukraine is the hottest outsourcing
destination in the region. Ukraine is on its
way to becoming a global tech powerhouse,
taking 11th place on the list of the top
offshore software development countries
in the world (as of 2020) [31]. According
to the Government AI Readiness Index
2020, Ukraine has the largest number of
AT and machine learning providers in the
Eastern Europe region [32, p. 59].

Tremendous growth of Artificial
Intelligence all over the world raised
crucial issues, connected to that area. On
January 2020, Ministry and Committee of
Digital Transformation formed an Expert
Committee on the Development of
Artificial Intelligence. Also, Ukraine is a
country-member of the Ad Hoc Committee
on Artificial Intelligence (CAHAI) of the
Council of Europe [33]. Moreover, in 2019
Ukraine as a non-member of OECD
(Organization for Economic Co-operation
and Development) become a country
adherent to the Artificial Intelligence

Principles (OECD, Recommendation of the
Council on Artificial Intelligence, OECD/
LEGAL/0449). Additionally, Ukraine is
observing member of Standardization in
the area of Artificial Intelligence (ISO/IEC
JTC 1/SC 42 Artificial intelligence) [34].
In December 2020 the Cabinet of Ministers
of Ukraine approved «The Concept for the
Development of Artificial Intelligence in
Ukraine» [35]. This Concept covers no
more than definition of AI and further
directions of the AI activity in the
corresponding branches in Ukraine.
However, Ukraine still remains in the
process of discussing and creating of the
legal regulation of basic approaches of
development and usage of AI. It is
essential to promote public and academic
discussions, organize publicly available
conversations on AI matters with strong
purpose to fill the gaps in current
Ukrainian legislation and to foster
appropriate understanding and
interpretation of AI definitions. Also,
take into consideration international
approaches of legal AI regulation as well
as international case law on AI matters.
What is more, it is highly crucial to draw
information from national and
international resources, observe, filter
and critically analyze international
approaches of Al legal regulations
(Policies, Principles, Templates etc.) as
well as explore international protection
practices, which are widely exist in most
developed countries. So, why it is
important to develop and implement an
effective legal regulation of development
and usage of Al in Ukraine?

I. First of all, there are a numerous
number of questions that seek for a legal
regulation in the intellectual property
protection aspects. There are four
potential answers to this question of
ownership, that stem from breaking down
the machine learning pipeline into its
parts: input (the training data that goes
into the model), the model itself (a process
of iterating and evaluating over results
until a sufficient success threshold is
reached), and finally the tangible output
of a model which can take the form of a

1
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generated art piece, story, etc. From this,
a list of potential intellectual property
owners becomes: the creator of the
training data, the AI model itself, the
programmer who curates the system, and
lastly no one at all if if it determined that
Al-generated work are unprotectable and
should become public domain. In addition
to thinking about this concept of assigned
ownership as a designation to the
individual (or algorithm) with the greatest
role in the resulting creative output, the
problem of assignment needs to also
uphold the greater roles of intellectual
property law as described by intellectual
property law theory [36]. One of the main
problems that should be regulated is
establishment of effective mechanism of
protection of intellectual property rights
within AI legal relationships in Ukraine,
e. g., in the following aspects:

1. Contractual protection of intellectual
property rights of AI developers,
engineers, programmers, providers.

There are, at least, two types of
relationships: 1) between AI developers/
providers and users and 2) between AI
developers and their employers. Generally
stated that the inventor is the first owner
of any patent which is applied for and
granted over that invention. AI cannot be
the inventor (and therefore the owner of a
patent) because «devising» an invention is
a human activity which involves
contributing to the inventive concept. The
invention and any patent granted over it
will, as a consequence, belong either to the
human deviser or, if an employee, their
employer. In relation to copyright law,
there is a scale with, at one end, AI being
used as a tool, admittedly a very
sophisticated tool, to help develop new
inventions [37]. In the research «Expert
Q&A on Artificial Intelligence (AI)
Licensing» for purposes of this discussion,
the term «provider» refers to the Al
licensor and the term «user» refers to the
business that is the AI licensee. The
provider (AI licensor) typically is the
owner of the AI solution and provides a
license to the AI solution to the user. The
license may include restrictions on use,
such as a field of wuse restriction,
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territorial limitations, or uses prohibited
for risk, legal, or ethical reasons. For
example, voice recognition technology
may be appropriate for helping customers
to navigate a voice response unit but may
not be appropriate for analysis to impute
1Q scores to prescreen for employment or
confer other benefits. Since US IP laws do
not squarely cover AI, as between an Al
provider and user, contractual terms are
the best way to attempt to gain the
benefits of IP protections in AI license
agreements. For instance, the parties
could:

a) designate certain AI components as
trade secrets;

b) protect AI components by: limiting
use rights; designating AI components as
confidential information in the terms and
conditions; and restricting use of
confidential information. Include
assignment rights in AI evolutions from
one party or the other;

c) determine the license and use rights
the parties want to establish between the
provider and the wuser for each AI
component;

d) clearly articulate the rights in the
terms and conditions [38, pp. 3, 4].

Depending on the AI arrangement, the
provider may provide a license to software

or grant access to cloud services
containing the AI. References to Al
licensing, therefore, typically include:

1. On-premises licenses of AI, where the
user installs, trains, and operates the AI
solution; 2. Subscription to software as a
service (SaaS) or other cloud services the
provider offers where the user accesses the
Al solution in the cloud via the internet,

and the provider often trains the
Al solution. For more on software
licensing, SaaS, and other cloud

services: 1. Software License Agreements;
2. Software as a Service (SaaS)
Agreements; 3. Infrastructure as a Service
(TaaS) and Platform as a Service (PaaS)
Agreements [38, pp. 1, 3, 4].

Thousands of researchers and engineers
are currently working on machine learning
(ML) and AI software. However,
developers often have limited or even no
control over how this software is used once
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it is released publicly. For instance, the
same Al tool that can be used for faster
and more accurate cancer diagnoses can
also be used in powerful surveillance
systems. This lack of control is especially
salient when a developer is working on
open-source ML or Al software packages,
which are foundational to a wide variety
of the most beneficial ML and Al
applications. Responsible AI Licenses
(RAIL) empower developers to restrict the
use of their AI technology in order to
prevent  irresponsible and  harmful
applications [39]. Both a source code
license [40] and an end-user license [41]
developers can include with Al software to
restrict its use. Licensees should consider
contractual ownership and use of the
components of AI, including the AI tool,
evolutionary changes to the AI tool, the
training data and instructions, and the
output of operation of the AI tool. When
licensing AI, AI providers expect to
continue to own the underlying AI tool,
and some may expect to own the
evolutionary changes as well. Much of the
AT that businesses will use may require
training. The license should address which
party will train the AI, which party will
own the training instructions and which
party will own the evolution of the AI tool
based on the training [42]. As we have
seen, contracts play a major role in
securing and assigning IP rights in the
development of Al technology.
Furthermore, contracts help fill gaps and
protect training datasets, and Al
generated outputs that are not protectable
by IP. It is therefore important for
companies to have contracts that define in
detail the scope of protection, and how
these elements can be used. Well-drafted
agreements ensure a successful business
relationship, and avoid costly litigation
[43, p. 18].

2. Protection of intellectual property
rights on AI components and Al
applications/inventions itself (not result
of work that AI created)

Patents, copyright and trade secrets are
all viable means of protecting Al
technology. However, the right approach

is dependent on many factors including:
the type of AI to be protected; the likely
lifespan of the technology; the value of the
AT; and its importance to the business
[44]. Corporate Al developers face two key
decisions around how to protect their
Al-related intellectual property: whether
or not to patent AI techniques and
systems, and whether to open-source
models or keep them private as trade
secrets. A prevalent strategy among top
AT developers today involves accumulating
patents while simultaneously sharing
research with the open-source community.
For example, Microsoft holds the most
number of machine learning patents in the
US,but is also an active participant in the
open-source community. Amazon, Google,
IBM, Facebook, Baidu, Tencent, and
several other companies are prolific patent
holders in AI while also open-sourcing
substantial portions of their systems and
sharing  their work at academic
conferences [45, p. 2]. Al technology may
be suited to trade secret protection. It is
often the case that the most competitively
valuable information in a computer
implemented product is the algorithm.
Consumers of the product interact only
with the Al interface and will typically not
have access to the algorithm. This means
the algorithm could be protected as a trade
secret provided the appropriate security
measures were in place. In fact, Google’s
search algorithm is a famous trade secret.
The key advantage that trade secret
protection provides over patents and
copyright is that trade secrets can protect
a broader range of information (including
business methods, inventions, and even
original ideas in certain circumstances) on
the condition that the information is kept
secret. However, trade secret protection
can be instantaneously and irreversibly
lost if the secret is disclosed publicly. And
even if the trade secret remains in place,
the secret holder has no recourse if a
competitor independently develops the
same Al technology that is protected by
the secret [44].

3. Copyright protection of AI/AI-
generated objects, outputs

13
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Andres Guadamuz (University of
Sussex, United Kingdom) stated that
creating works using AI could have very
important implications for copyright law.
Traditionally, the ownership of copyright
in computer-generated works was not in
question because the program was merely
a tool that supported the creative process,
very much like a pen and paper. Al is
already being used to generate works in
music, journalism and gaming. These
works could in theory be deemed free of
copyright because they are not created by
a human author. As such, they could be
freely used and reused by anyone. That
would be very bad news for the companies
selling the works. Imagine you invest
millions in a system that generates music
for video games, only to find that the
music is not protected by law and can be
used without payment by anyone in the
world [46]. Important to mention that Al
created art has been exhibited in many top
contemporary art galleries in London, New
York City, and around the world. In
addition, a single AI generated painting
sold for nearly half a million dollars at
Christie’s auction house, which is strong
evidence supporting the financial value —
and historical significance — of Al
generated art [47]. In October 2018, a
work of art by Edmond de Belamie, which
was created with the help of an intelligent
algorithm, was auctioned for $432,500 at
Christie’s Auction House [48].

4. Patent protection (patentability) of
AI/AI  related objects; issues in
inventorship and ownership of AI, e. g.,
who could be considered as inventor — Al
itself or natural person (individual/
individuals collectively), who took no
involvement in the invention process, if
the invention itself was autonomously
generated by Al.

Ryan Abbott (University of Surrey,
UK; UCLA, California, USA) believes that
patents can promote disclosure of
information and the commercialization
of socially valuable products. Patents for
Al-generated works will accomplish these
goals as well as any other patents. By
contrast, failing to allow protection for
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inventions generated by AI would mean
that, in the future, businesses may not be
able to use AI to invent, even when it
becomes more effective than people in
solving certain problems. Such a scenario
would also encourage gamesmanship with
patent offices by failing to declare a filing
is based on an Al-generated invention
[49]. Lastly, the fact that a human
finances, owns, or operates Al is
insufficient to qualify that person as an
inventor. As made clear in TS Holdings,
financing or initiating the process of
invention (e.g., by setting inventors to
task) does not satisfy the standard to be
named on a patent. In such situations, a
person may be responsible for an
invention, but they have not actually
invented a new technology [50, p. 1963].
Many AI companies are pursuing what
may seem like a counterintuitive IP
strategy: aggressively patenting Al
technologies while sharing them freely.
They experience competitive pressure to
patent in order to present the threat of a
countersuit if another company sues them
for IP infringement [45].

Currently, it seems to be really hard to

obtain a patent on AI/Al-related
applications, especially when they are
generated by computer systems. For

instance, famous Alice Corporation Pty.
Ltd. v. CLS Bank International et al. case
(Alice case, 2014) and other cases (which
often, afterwards, were based and decided
on the Alice case argumentation) in the
United States common law system are

demonstrate that software-related
inventions and, what is more, AI-
generated application, frequently

considered to be not patent-eligible. In the
Alice case petitioner — Alice Corporation
is the assignee of several patents that
disclose schemes to manage certain forms
of financial risk. The patents at issue in
this case disclose a computer-implemented
scheme for mitigating «settlement risk»
(i. e., the risk that only one party to a
financial transaction will pay what it
owes) by using a third-party intermediary.
The invention «enables the management of
risk relating to specified, yet unknown,
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future events», «invention relates to
methods and apparatus, including
electrical computers and data processing
systems applied to financial matters and
risk management». The court decided that
the claims at issue are drawn to the
abstract idea of intermediated settlement,
and that merely requiring generic
computer implementation fails to
transform that abstract idea into a
patent-eligible invention. Also, was
concluded that petitioner’s claims «draw
on the abstract idea of reducing settlement
risk by effecting trades through a
third-party intermediary», and that the
use of a computer to maintain, adjust, and
reconcile shadow accounts added nothing
of substance to that abstract idea. The
«abstract ideas» category embodies «the
longstanding rule that ‘[a]n idea of itself
is not patentable’». The Supreme Court of
the United States concluded that the
method claims, which merely require
generic computer implementation, fail to
transform that abstract idea into a
patent-eligible invention and «held that
simply implementing a mathematical
principle on a physical machine, namely a
computer, is not a patentable application
of that principle» [51]. 1In the
PurePredictive, Inc. v. H20. AI, Inc. case
(2017), plaintiff — PurePredictive, Inc is
the technology company that uses
artificial intelligence to provide insight
into business’s data through the use of
predictive modeling and owner of the ‘446
Patent. United States District Court, N.D.
California used Alice argumentation
(among other cases) to find the ‘446 patent
«an automated factory for predictive
analytics» as patent ineligible, because
claims are directed to the abstract concept
of the manipulation of mathematical
functions and make use of computers only
as tools, rather than provide a specific
improvement on a computer-related
technology [562]. All above mentioned and
a few similar cases (particularly like in the
Alice and Pure Predictive cases)
demonstrate that previously patented
software/Al-generated inventions can be
found patent-ineligible by filing a lawsuit

or counterclaim for infringement by
competitors. In point of fact, financial and
intellectual investments and efforts
particular individuals or companies could
be depreciated. From the above mentioned,
it may follow that disregard for the
existence of a patent and infringements in
Intellectual Property field take place, due
to the uncertainties, absence or lack of Al
Ethics, Principles, legal provisions in
Al field.

Nowadays, it is generally established
that AI application cannot be registered as

inventor. An American artificial
intelligence expert, Stephen Thaler,
developed AI system «DABUS» that

invented two technical solutions involving
food containers and light for attracting
enhanced attention. Since 2018, Thaler
had filed applications in various countries
and would like to designate the AI system
«DABUS» instead of himself as the
inventor. This is the first time, where Al
had been designated as the inventor in
an application. However, the above
applications were rejected by patent
offices in multiple countries because of Al
inventor issues [53]. The United States
Patent and Trademark Office (USPTO) in
Decision on Petition stated that it is
axiomatic that inventors are the
individuals that conceive of the invention.
According to the 35 U.S. Code § 100(f) the
term «inventor» means the individual or,
if a joint invention, the individuals
collectively who invented or discovered
the subject matter of the invention. When
explaining the distinction between
inventorship and ownership of an
invention by a corporation, the Federal
Circuit in an earlier decision, Beech
Aircraft Corp. v. EDO Corp., stated that:
«only natural persons can be «inventors».
So, U.S patent law does not permit a
machine to be named as the inventor in a
patent application [54]. The FEuropean
Patent Office (EPO) in Decision also
refused to recognize AI as inventor. So,
the applicant Stephen Thaler is still in

appeals process against decision and
intends to register «DABUS» as the
inventor [55]. The UK Intellectual
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Property Office (UKIPO) in the Decision
stated that DABUS is not a person as
envisaged by sections 7 and 13 of the UK
Patent Act 1977 and cannot be considered
an inventor. What is more, in the
Conclusion of the Decision was stated that
even «if T am wrong on this point, the
applicant is still not entitled to apply for a
patent simply by virtue of ownership of
DABUS, because a satisfactory derivation
of right has not been provided» [56].

II. AI and national, international and
social security, and data protection are
another vulnerable and widely discussed
aspects that needed for the Ilegal
regulation AI and national security, as
well as data protection are huge and
extremely essential areas that must be
carefully and responsibly discussed during
creation of AI regulation policy in
Ukraine. These fields are broad, have own
advantages and disadvantages and include
many aspects that needed sufficient legal
provisions, which would protect national
security, prevent data breach on all kind
of levels. But at the same time Ukrainian
government may encourage to develop and
invest in Al area, with the purpose for the
technological progress for the common
good.

There are a number of direct
applications of AI relevant for national
security purposes [57, p. 3]. Important to
mention that these AI applications could
have one country of origin and, at the
same time, could potentially cause damage
on national and/or international levels,
economics, businesses, and not excluding,
of causing damages to other countries.
This fact proves that legal regulation of
Al should be one the main priorities in
each country that has purpose to develop
effective AI Policy.

Talking about disadvantages, unlike
traditional cyberattacks that are caused by
«bugs» or human mistakes in code, Al
attacks are enabled by inherent limitations
in the underlying AI algorithms that
currently cannot be fixed. Further, AI
attacks fundamentally expand the set of
entities that can be used to execute
cyberattacks. For the first time, physical
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objects can be now used for cyberattacks
(e. g., an AI attack can transform a stop
sign into a green light in the eyes of a
self-driving car by simply placing a few
pieces of tape on the stop sign itself). Data
can also be weaponized in new ways using
these attacks, requiring changes in the
way data is collected, stored, and used.
There are five areas most immediately
affected by artificial intelligence attacks:
content filters, the military, law
enforcement, traditionally human-based
tasks being replaced by AI, and civil
society. These areas are attractive targets
for attack, and are growing more
vulnerable due to their increasing
adoption of artificial intelligence for
critical tasks [58]. Al is Dbeing
incorporated into a number of other
intelligences, surveillance, and
reconnaissance applications, as well as in
logistics, cyberspace operations,
information operations, command and
control, semiautonomous and autonomous
vehicles, and lethal autonomous weapon
systems [59, p. 10]. Proliferation of AI in
weapon systems in combination with
absence of international regulation on
their development could lead to a new
trilateral Arms race [60, p. 4]. Many
major cybersecurity failures began with
«social engineering», wherein the attacker
manipulates a user into compromising
their own security. Email phishing to trick
users into revealing their passwords is a
well-known example. The most effective
phishing attacks are human-customized to
target the specific victim (aka
spear-phishing attacks) — for instance, by
impersonating their coworkers, family
members, or specific online services that
they use. AI technology offers the
potential to automate this target
customization, matching targeting data to
the phishing message and thereby
increasing the effectiveness of social
engineering  attacks. Moreover, Al
systems with the ability to create realistic,
low-cost audio and video forgeries
(discussed more below) will expand the
phishing attack space from email to other
communication domains, such as phone
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calls and video conferencing. Another
bright example, when AI systems able to
recognize patterns and calculate the
probability of future events, when applied
to human behavior analysis, can reinforce
echo chambers and confirmation bias.
Machine learning algorithms on social
media platforms prioritize content that
users are already expected to favor and
produce messages targeted at those
already susceptible to them. [57, pp. 4, 5].

Interesting fact that in 2019 plaintiffs
Cyrus A. Parsa, the Al Organization, Inc.

and others filed a lawsuit against
defendants Google L.L.C, Facebook Inc,
DeepMind Inc. and others, with
26 complaints to the United States
District Court Southern District of
California. Main plaintiffs’ claims are
misuse of AI, cybernetics, robotics,
biometrics, bioengineering, 5G and
quantum computing technology,

endangering the human race with the
misuse of AI technology, transfer of Al
weapon technology to China, bio-digital
social programming of the human race by
use of their biometrics and AI and other
complaints [61]. Currently, the decision or
comments on this case have not been made
publicly availably (if any existing).
However, talking about advantages, Al
is useful in particular with respect to
Human resources and manning
requirements: making (heterogeneous)
systems work together; data exchange;
command coordination; target allocation
(also between nations); working with
fewer resources; taking the man on/over
the loop; coordination of sensors and
effectors; threat detection and
identification; semi-autonomous weapon
allocation; improving timeliness (fast
threat, pop up, numerous threat);
derivation of intent, situational awareness
and evaluation. The main applications of
Artificial Intelligence and Machine
Learning are to enhance C2,
Communications, Sensors, Integration and
Interoperability [62, p. 76]. The
maturation of the Information Age has
forced some adaptation and evolution in
our laws, regulations, and policies. But

the pace and intensity of technological
change has often made it difficult for the
policy, regulations, and laws to keep up.
As has been the case in other periods
of intense change, the lag in the evolution
of laws and regulations can lead to
significant policy gaps. The legal
standards of reasonable or acceptable privacy
need renegotiation to accommodate new
technologies that are being adopted at pace
and scale [63, p. 2].

In executive summary of Study of
Belfer Center for Science and International
Affairs Harvard Kennedy School was
clarified main current realities such as:
researchers in the field of AI have
demonstrated significant technical
progress over the past five years, much
faster than was previously anticipated;
most Al research advances are occurring in
the private sector and academia; existing
capabilities in AI have significant
potential for national security; future
progress in AI has the potential to be a
transformative national security
technology, on a par with nuclear weapons,
aircraft, computers, and biotech; advances
in AI will affect national security by
driving change in three areas: military
superiority, information superiority, and
economic superiority [64].

In a world in which algorithms reign,
the research talent and resources to
develop those algorithms become
preeminent. Current supply of this talent
cannot meet global demand. As a result,
policymakers at the national level must
find ways to attract foreign talent to their
country, to retain the talent that does
come, and to develop new talent. The
resulting policy levers are things like visa
controls, industrial strategies, worker
retraining and certification frameworks
for AI skills, and educational investments
to meet AI faculty and teacher shortages.
Given the centrality of AI talent for
algorithmic advances, these routine
government functions can take on
significant national security and economic
implications. Though seemingly mundane,
this ground is the terrain on which
geopolitical competition in the age of Al is

17



8/2021

ISSN 2308-9636. FOpuouuna Yrpaina. 2021. Ne 8

ODHANYHS

MPABO IHTENEKTYANbHOI BIIACHOCTI

YKDPAITA

first fought. Privacy issues rise in
importance the more data matters for Al.
Insofar as tension exists between the
privacy rights of users and the value of
their data in training machine learning
systems, governments must manage the
balance. They will have to craft privacy
laws and regulations that protect the civil
liberties and rights of individuals without
unduly constraining the innovation that
using their data for training might enable
[65, p. 11, 12].

CONCLUSION

Development and everyday usage of Al
applications is an inevitable process, in our
digital age. Progress in IT and Al areas is
unstoppable and develops more and more
every day. Unfortunately, countries, which
do not properly develop the conducive Al
ecosystem, do not make any investments,
do not create AI legislation and do not
stimulate young and proficient IT/AI
developers. It is potentially leads:

a) to become vulnerable to cyberattacks
on public and private levels, or on
politicians;

b) data breach could appear;

c) economics and businesses could lose
financial benefits and profit;

d) absence of own strong AI base and
Policy in the country, may cause to become
completely defendant on World’s Global
Al leaders and their decisions etc.

Hopefully, this story is not about
Ukraine. Without any doubts, there are a
several crucial issues that have to be
legally clarified in Ukrainian legislation.
Numerous gaps in AI and Intellectual
Property fields, absence of specialized AI
legislation, necessity of strengthening of
data protection field, protection of
national security, fundamental human
rights, strengthening copyright, patent
protection of AI/AI outputs should be
priority of TUkrainian public policy
makers. Ukraine right now is on it is way
to foster advancement of IT and Al
markets. There are a number of successful
Ukrainian AI applications. Such as:
1) Ukrainian  technology company
Grammarly that develops a digital writing
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tool using AI, which helps to write texts in
English; 2) Agrolabs is utilizing IoT
(internet of things), robotics and Al to
help farmers achieve a full control over
the growing process; 3) Agrieye develops
a drone packed with sensors and
multispectral camera that uses remote
sensing, unmanned air vehicles, and big
and open data analyses; 4) Chatbots.Studio
is dedicated focus on business automation
and AI chatbots development, their bots
already serve in banks, insurance,
telecoms, retail and service companies;
5) Court on the Palm (Cyx ma mosomi) is
analytical tool for searching court
decisions in a faster way) etc.

However, Al leading countries such as
the United States of America (USA), China
and EU still have much broader AI markets
and experience, huge competition that
attract many Ukrainians. That is why, it is
not surprise that intelligent Ukrainian
IT/AI developers leave motherland looking
for a better career perspective, assurance
in protection of their rights, financial
bonuses and stability. For a number of
reasons, it is extremely important to
deeply research and analyze of the USA
(despite the fact that the USA is a common
law system), FEuropean Union (EU)
Al  policies, WIPO White Papers
and Recommendations, International and
National researches. Firstly, for Ukraine it
is paramount to follow and to take an
active part in discussions on AI topics
dedicated to the legal regulation on Al that
currently held worldwide (especially when
they are held in the virtual format).
Secondly, Ukrainian legislators may find
many progressive views and ideas that
could help to create and afterwards,
implement the most accurate AI legal
provisions in Ukraine by exploring the
diverse world’s practice and by analyzing
different visions on similar AI problems
that are exist in Ukraine. Creation of legal
regulation of advancement, development
and usage of Al could attract and stimulate
IT/AI progress, and would promote
adherence and trust in our legislation
system. What is more, lack of clarity and
general understanding around AI in
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Ukrainian society could lead to descension
of involvement, understanding and
interest on AI matters. Due to the fact that
Ukraine already develops some great Al
applications in many industries, without
appropriate legislation might be hard to
prove and define, for instance, the level of
responsibility for possible violation by this
Al application. General AI provisions
needed to be established in order to
understand, who is liable and responsible
for the violation that was made by AI (who
is liable, kind of infringement, level of
responsibility). In the case of violation of
privacy right/data breach by Al
application of individual/particular group
of people, who will be responsible — Al
application itself, individual/group of
individuals, who created and developed Al
software (AI developers, engineers etc.) or
Al developer’s employer. Also, it could be
great to create field-specific agency or
non-profit organization (public or private),
where IT/AI engineers along with legal
professionals could directly give legal aid,
consultations, deal and assist with such
specific Al cases. Also, highly essential to
foreseen potential violations of national
security, fundamental human rights from
the AI perspective. Legislation on AI and
IP matters also should be on agenda. It is
essential to emphasize on necessity of
raising legal academic  discussions,
legislative initiatives, dedicated to the legal
regulation of AI in Ukraine. It is
important purpose to develop and foster
creation of AI legal regulation, further
advancement of Al legislation, as well as
establishment of effective mechanism of
protection of Intellectual Property and
Technology rights in Ukraine.

At the same time, it is vital to let and
encourage Al bring social and economic
benefits to the country, economics, civilians
and businesses. By encouragement of Al
area could be implied reinforcement of
IT/AI engineers, developers and other
related positions to that area. For instance:

a) support and encourage of Ukrainian
software developers, AI engineers, IT
representatives to work on and to create
more and more Ukrainian AI applications
in Ukraine;

b) attract investments and investors for
financial incentives in Al area;

c) arrange no-charge international Al
career enhancement trainings for
experience shearing, which will help to
expand professional opportunities;

d) organize no charge workshops,
forums, national and international
conferences, discussions together with

international organizations that would be
dedicated to the AI matters. That would
give an opportunity to receive up-to-date
information and share bilateral
knowledge, examine and deepen Al
experience for all the participants.
Currently, Ukraine is in the progress of
AT development. And to become a global
leader in AI in healthcare, agriculture,
education, justice, banking and financial
services, logistics industries, Ukraine
shall make efforts to create a legal
framework to wit template of principles,
ethics, particular provisions of legal
regulation of advancement, development
and usage Al in Ukraine. In this research
were used general scientific and special
scientific methods such as formal-logical,
comparative, dialectical, normative,
systemic, analysis, synthesis, induction
and deduction, the method of comparison.
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/Ruzanoea K. C. Omdenvnvle acnekmul Heo6x00umocmu npa6o6ozo pezyrupo6aHus UCKYcC-
CMmeEeHH020 UHmMenneKma 6 Yxpaune.

B dannoil cmambve paccmompensl U npueedenvl KOHKPemHble U AKMYalbHble ACNeKmbl Heol xo-
dumocmu npasoeozo pezysupo8arus uckyccmeennozo unmeanexkma (MH ) 6 Yrpaune. I[eavio
uccaedosanus 0vli0 NPoOeMOHCMPUPOBAMb KOHKDemHble puduieckue U 00seKMmueHble Npu-
YUHbL Heo0X00umMoCmu U yenecoo0pasHocmu co30anus 3aK0H00amenbcmea OMHOCUMENLbHO
npodsuicenus, pa3eumus U UCNOAb308AHUSL UCKYcCcmBeHH020 unmennrexma (MU ) 6 Ykpaune.
B pasdene 1 «IIoHumaHue UCKYcCmeEeHH020 URMeNLeKMa» npueedervl npumepvl nPUMeHeHU,
0OKMPUHALbHBIE U PA3AUYHbLe npasosvle onpedenenus MHU. 9mo uccredosanue demoHcmpu-
pyem pasnuyrnvie nodxodv. u udeHus co30anus Haubonee mouHoll mepmunoaozuu HH. B
amoil 2na8e 008ACHAIOMCA KII0Ye8ble pa3auyus mexdy 0eymsa eudamu HU («cunvnoiii HH »
u «cnabvlii HH» ). Boree mozo, 6 0GHHOM HAYLHOM UCCAe008AHUU NOOPOOHO ONUCAHO U NPO-
UANIOCMPUPOBAHO DA3NUYUSL MeHO0Y MAKUMU CAONCHLLMU OMPACAAMU MEXHUKU (MexHOJO-
2UulU), KAK UCKYCCMGEEeHHbLll UHmeaseKm u pooomomexHnuka. Pasden 2 «Heobxodumocmbv u
yesecoo6pasHocmsb NPABo6020 pezyiupo8aHus UCKYCCMEEHH020 UHmMealekma 6 Yxpaune» 0emou-
cmpupyem Heobx00UMOCMb NPABOB02Z0 PezylUupo8aHUs, UALIOCMPUPYem npobevl 6 Oeilcmayio-
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wem 3axkonodamenvcmee. Humennekmyanvnas coocmeennocmy (HC) asrsemcs Haubogee
ya38umoil cgpepoil u mpebyem co30aHUS CNEYUALbHOZ0 3aKOH0dameabemaea 06 HH. Imom pas-
desl noxasvigaem, 1Mo upe3guliailHo 8ANCHLLM SABJLEMCS YycmaHosaeHue 3auumyt npasé UC 6
pamrax npagoomuouleHuil 6 cpepe HU 6 Yrpaune 6 caedyouux acnekmax: 002080pHOLL 3a-
wume npaé uUHMeALeKMYaabHOl cobcmeeHHocmu pa3pabomuurxos HMH; 3awuma npas uh-
meanleKkmyanbHoiL cobcmeeHHocmu Ha KomnoHenmuv. MM u HenocpedcmeenHO npozpammbl
Hu; sawumy HH u usobpemenus, co3dannvie UH (6 nopadke oxpanv. u 3auiumbsl. a86mop-
cKuX npas); namenmuas saujuma (nameunmocnocobrnocmsv) MU u usobpemenuii, cO30aHHbLX
HU. Taxxe 6 Pasdene 2 anaausupyromcs omoeavuvie 6onpocv. MU u HAYUOHAALHOUL, MexncOy-
HapoOHOUl U COYUALbHOU 6e30nacHoCmu, 60npocsl 3awumst 0arnHbvlx. Pasden 3 «Bvieod» demon-
cmpupyem, ¥mo omcymcmeue CneyuaibHoz0 npagosozo pezyauposarnus 8 cpepe HHU (nopma-
MUBHO-NPABOBOZO AKMA U CNEeUUaLbH020 3aKoHodameavemaa 6 cpepe UH, komopoe 6vL pezy-
AUpo8a.no npodsuicernue, passumue U UCNOLb308aHUE UCKYCCMBEHHO020 URmMealexma 6 Ykpa-
UHEe) NOMEeHUUAAbHO MONCem npueecmu K MHOZOLUCJEHHbLM npobaemam 8 z2ocydapcmeeH-
HOM/HaCMHOM cexmopax, moxem co3dagams yzpo3vl 0151 IKOHOMUKU, OU3Heca, 2pai0aHCcK0z0
HaceneHus.

Knrwouesvie cnosa: uckyccmaennulii unmeanexm (HH ), npagosgoe pezyauposanue HHU, sauju-
ma npasé unmeanexkmyanvroi coocmeennocmu (HMC), Hayuonaavras 6e30nacHoCmyb, 3aWUMaA
npas u c60000 uwenosexa, 3auuma OAHHbLLX.

Huzanosa K. C. Oxpemi acnekmu neobxidnocmi npa6o6ozo pezynio6anHs ULMYiHOzZO0 iH-
menekmy 6 Ykpaini.

YV O0aniit cmammi po3ensanymo ma Ha8edeHo KOHKPemHi ma aKmyanivHi acnekmu Heobxi0Ho-
cmi npasogozo pezynio6aHHs wmyurnozo inmenexmy (LII) 6 Ykpaini. Memotw docanidncenns
0ys0 npodemoncmpyeamu KOHKpemHi 10puduiHi ma 00’€eKmu6éHi npuiuHu HeobxidHocmi ma
douinvHocmi 3akonodascmea w000 npocysanus, po3eumry ma sukopucmauns III1 6 Ykpaini.
YV Po30ini 1 «Po3yminHa uumyiHozo ihmenexmy» Haéedeni npukiadu 3acmocy8anus, 0oKmpu-
HALbHI ma pidHOMAHIMHI npasosi usHauenns II1. I]e docnidxicenus demoncmpye pidui nidxo-
Ju ma 6auenHsa cmEOpeHHsa Hallmouniuwol mepminonoeii III1. YV yiii 2na6i noacHOMbCA KJLIO-
w08i gidminnocmi mix deéoma sudamu III («cuavuuil IIT» ma «caabruii III1» ). Biavute mozo,
y 0anomy Haykosomy 0ocaidncernHi demasbHO ONUCAHO MA NPOILLIOCMPOBAHO 8i0MIHHOCMI Midc
MAKUMU CKAAOHUMU 2ANY3AMU MeXHIKU (MmexHOoN02il) Ak WwmyyHUll iHmeaexkm ma pobomo-
mexHika. Po3dia 2 «Heobxi0Hicmb ma 00YilbHiCMb NPa606020 Pe2Yyii08AHHA ULMYYHO020 iHme-
aexkmy 6 YKpaini» noxasye HeoOxiOHicmb npa606020 pezyar6anHs, iNIOCMPYE NPO2AIUHU 6
YuHHOMY 3aKoHoOaecmsei. Inmenekmyaavna enracuicmy (IB) € Hallbinbw 8pa3aueoio cepoio i
npazne 0o cmeoperHHsA cneyiaabHozo 3axonodascmea npo III. I]eil po3din demoncmpye, wio
HA0368UYAILHO 8AHCIUBUM € BCMAHOBAEHHA 3axucmy npaé IB y pamkax npagosiOHoCuH Y cpepi
IIIT 6 Ykpaini 6 makux acnexmax: 00208ipHUILL 3aXUcCm Npaé iHmenreKkmyanbHol 61acHOCMi
pospobrukie Il I; 3axucm npaeé inmesekmyanrvHoi 61acnocmi Ha kKomnonHenumu IIII ma 6e3no-
cepednvo npozpamu III; saxucm IIII ma eunaxodu, cmeopeni III1 (6 nopsdxy oxoporu i 3a-
Xucmy aémopcvKuXx npas); namenmuuil 3axucm (namernmocnpomosxcuicmy) IIII ma eunaxo-
0ig, cmeopenux IIII. Takxox y Po3diai 2 ananizyromovcsa okpemi numarnusa III ma Hauyio-
HANbHOL, MidHAPOOHOL ma couiaavHol 6e3nexu, numanna saxucmy danux. Po3dia 3 «BucHo-
80K» OemoHcmMpYe, W0 8i0CYymHicmb CneyiaibH0z0 NPA808020 pezynto8anna y cepi IIII (Hop-
MaAmMuBHO-NPaA606020 AKMaA ma CneyianbvHozo 3axkonodascmea y cepi 11, axe 6 pezyntoeano
npocyseanHus, po3eumox ma euxopucmanna Il1 6 Ykpaini) nomenyiiino moixce npuzgecmu 00
YUCNeHHUX Npobjem Y 0eprHcasHOMYy/NPUBAMHOMY CEKMOpax, cmeoposamu 3azpo3u 01 exo-
HOMiKU, Oi3Hecy, YUBINAbHO20 HACEACHHA.

Knwwuosi cnosa: wmyunuil inmenexkm (III ), npagose pezynroeanus 111, saxucm npae inme-
aexmyaavHoi eaacnocmi (IB), HauioraabHa Oe3neka, 3axucm npasé i c60600 AI00UHU, 3axucm
danux.
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